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#1 - AI will understand more, so it can do more - Breakthrough techniques will help AI learn with 
less data, better understand human language.

#2 - AI won’t take your job, but it will change how you work - AI will take on easily automated tasks, 
while workers lean into soft skills 

#3 - AI will engineer AI for trust - Component will infuse trust throughout the AI lifecycle, building 
confidence in AIs recommendations

#4 - AI’s appetite for energy demands greener tech - The material and software AI is based on will 
be designed for energy efficiency

#5 - AI-powered lab assistants will discover new materials - AI will drive breakthroughs for new 
industry products
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DATA DRIVEN MODELS
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Leah A. Krubitzer and Adele M. H. Seelke
Cortical evolution in mammals: The bane and
beauty of phenotypic variability
PNAS 2012 109 (Supplement 1) 10647-10654
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– Modern architecture for pattern recognition
– Speech recognition: early 90's – 2011

– Object Recognition: 2006 - 2012
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It's deep if it has more than one stage of non-linear feature transformation

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013]
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CONVOLUTIONAL NEURAL NETWORK (CNN)





The manifold hypothesis



Discovering the hidden structure in 
high-dimensional data
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Disentangling factors of variation
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Data manifold & invariance:
Some variations must be eliminated
– Azimuth-Elevation manifold. Ignores lighting. [Hadsell et al. CVPR 2006]
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https://www.forbes.com/sites/louiscolumbus/2018/12/16/how-china-is-dominating-artificial-intelligence/#7570f5a22b2f





https://www.forbes.com/sites/louiscolumbus/2018/12/16/how-china-is-dominating-artificial-intelligence/#7570f5a22b2f



Let's be inspired by nature, but not too much
– It's nice imitate Nature,
– But we also need to understand

– How do we know which details are 
important?

– Which details are merely the  result 
of evolution, and the  constraints of 
biochemistry?

– For airplanes, we developed  
aerodynamics and compressible 
fluid dynamics.

– We figured that feathers and  wing 
flapping weren't crucial

– QUESTION: What is the  
equivalent of aerodynamics for  
understanding intelligence?

L'Avion III de Clément Ader, 1897
(Musée du CNAM, Paris)
His Eole took off from the ground in 1890, 13 years 
before the Wright Brothers, but you probably never 
heard of it.
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Geoffrey Hinton (2016)
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